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ABSTRACT
Participants in video meetings have long struggled with asym-
metrical attention levels, especially when participants are dis-
tributed unevenly. While technological advances offer ex-
citing opportunities to augment remote users’ attention, the
phenomenological complexity of attention means that to de-
sign attention-fostering features we must first understand what
aspects of it are functionally meaningful to support. In this
paper, we present a functional classification of observable at-
tention for video meetings. The classification was informed
by two studies on sense-making and selectiveness of attention
in work meetings. It includes categories of attention acces-
sible for technological support, their functions in a meeting
process, and meeting-related activities that correspond to these
functions. This classification serves as a multi-level represen-
tation of attention and informs the design of features aiming
to support remote participants’ attention in video meetings.
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INTRODUCTION
Video communication is well known for the trouble people
have with getting and paying attention [29, 53]. This is espe-
cially the case for hybrid work meetings in which participants
are distributed unevenly over endpoints. Given that many
mechanisms of situational awareness [32, 29] and social pres-
ence [34, 4] rely on visual cues, it seems especially galling
that the value of the video channel ends up lost in translation
[17, 24, 33, 66]. Attention’s dual nature as both interactional
and cognitive [39, 8] seems especially vulnerable to video
communication’s decades-long struggle with asymmetrical
situational awareness [72, 19, 31].
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Figure 1. Classification of functional attention

Research on attention has ranged from gaze [28], through joint
frame of reference [23] and situated awareness [27, 23], to
broader concepts of engagement [3, 58]. There is a corre-
spondingly extensive body of targeted solutions for providing
situational cues for attention [70]. For example, systems have
aimed to mitigate limitations of remote participation through
tracking focus of attention [68] and eye-contact [18], selec-
tively focusing bandwidth on participants’ faces [75], support-
ing spatial arrangement similar to face-to-face meetings [77,
62], enabling remote users to point at objects within environ-
ments [48, 49], providing feedback on the conversation to
participants [60], or immersive meeting environments [50, 22,
77, 41]. In sum, research on attention is very fractured [36].
Thus, there is a need for systematic understanding of what it
actually means to support remote user’s attention.

In this paper, we analyse participants’ prioritization and sense-
making of visual attention during video meetings at work.
We focus on visual attention since video is proposed to sup-
port the many mechanisms of situational awareness and social
presence rely on visual cues, because visual information is
considered to be particularly important as a focus of attentional
resources [16]. Our findings are drawn from two complemen-
tary studies. We first conducted semi-structured interviews to
explore which aspects of visual attention contribute to partic-
ipants’ engagement in meetings, and how these aspects are
affected by remote participation. To triangulate and further
probe themes emerging from the interviews, we conducted a
second, quasi-experimental, study in which we elicited par-
ticipant descriptions of attention by asking them to narrate
silent video footage of work meetings. These results provided
us with more granular and procedural understanding of users’
sense-making of the observable information on attention.

We synthesize our findings into a three-level functional classi-
fication of visual attention in meetings (see fig.1).

• The top level represents three categories of attention that
a video meeting feature might support. First, Attention as
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Direction – purely observable attention that constitutes a
process, but not a recognized purpose (e.g. Alice is look-
ing at Bob). Second, Attention as Action, which reflects
attention processes with a recognized specific purpose (e.g.
Alice is addressing Bob). Third, Attention as State – the
overall sense of engagement, which reflects only purpose,
but no particular process (e.g. Alice is attentive).

• The middle level represents functions of attention, i.e. rec-
ognizable purposes: There are three functions of Attention
as Action: Gathering Information (’look to see’), Com-
municative Signaling (’look to be seen’), and Following
Dynamic Processes (’look to be a part of a process’). A gen-
eral Sense of Engagement (’be mentally there’) is a function
of Attention as State.

• Finally, in correspondence to each of three functions of
visual Attention as Action, we elicited specific attention-
related meeting activities, which we refer to as functional-
ities. Organized according to the corresponding attention
functions, these functionalities form the bottom level of the
classification.

Essentially, our model takes the amorphous concept of atten-
tion and develops a multi-level representation that focuses
on what it means to support users’ attention during a meet-
ing. Attention actions are characterized by their procedural
aspect (those amenable to technological augmentation) and
functional aspect (common meeting activities) (fig.1). The
intent of our model is provide a language that allows designers
to be more deliberate when deciding and articulating what
type of attention they wish to foster through their tools.

For example, consider the ’active speaker view’ common in
many video meeting systems (e.g. [14]). This feature uses
audio to trigger enlarging or highlighting whoever is speaking
at any given time and automatically switches the focus when
a new person starts talking. According to our classification,
this feature supports Attention as Action with the Information
Gathering function. Another example is Companion Expe-
riences for Microsoft Teams [55] which allows users to pair
their computer and phone during a group call, for example,
to present live mobile video or a photo while simultaneously
maintaining the call on the computer. The Companion fea-
ture supports Attention as Action with the function of Process
Following because it allows the presenting user to focus on
an artifact in the meeting environment without losing social
and situational awareness of the meeting in general. Finally,
eye-tracking systems that correct remote users’ perceived gaze
direction [50], support Attention as Direction.

Our results reveal that the ability to perform purposeful atten-
tion actions significantly contributes to the overall sense of
engagement of meeting participants. We suggest that Atten-
tion as Action yields the most promising initial direction for
feature development. Arguably, though, the ultimate goal of
features supporting user attention is to foster Attention as State
– keeping remote participants generally engaged and mentally
’checked in’.

In the sections to follow, we first review previous research on
attention in computer-mediated communication contexts, par-

ticularly highlighting visual attention issues. We then present
our methodological approach and describe the design and
results for each of our studies. Finally, we synthesize our find-
ings as a functional classification of visual attention, discuss it
in context of other theoretical conceptualizations of attention
and situational awareness, and outline the implications for
feature design.

PREVIOUS RESEARCH
Attention is above all a progressive process of selection that
lies as much in our sense-making abilities as it does in our
physical abilities. Attentional concepts in computer-mediated
communication contexts have explored this notion of attention
from a variety of standpoints.

Telecommunication studies of the 1970s considered the dis-
advantaged position of remote users to be a function of band-
width of a medium’s channels. Building on the concept of
immediacy as a set of behaviors which increase involvement
[44], Short et al.[64] introduced the concept of social presence
to the context of telecommunication. They argued that social
presence is a quality of medium itself and is enhanced by
immediacy conveyed both verbally and non-verbally. From
the 1980s onwards, explorations of social presence in video
meetings argued that social presence depended not just on the
medium itself (text, audio, or video) [47], but on interactions
enabled and supported by this medium [12, 62, 69, 13]. Pi-
card [51] suggested a focus on a medium’s "affective channel
capacity" - how much emotional information a channel can
carry as compared to overall information. In the early 2000s
research emphasis changed from a bandwidth orientation to a
broader sense of social presence. For example, the Networked
Minds Social Presence framework [4, 3] suggests that social
presence is composed of three levels. A base, perceptual level
is characterized by a sense of co-presence with the embodied
other including observations of the other’s identity, intentions,
and attention. The middle subjective level is characterized
by the psycho-behavioral accessibility of the other, sense of
connection to other’s intention, attention, and affective state.
Finally, the top intersubjective level is characterized by a sense
of behavioral engagement when actions are perceived interde-
pendent with actions of the other.

Parallel research over similar periods emphasized the impor-
tance of shared environmental awareness. In video communi-
cation research this meant considering the need for more views
of remote endpoints than the traditional face-to-face views,
even as these extra views led to problems with establishing a
joint frame of reference [23, 33, 43]. These problems stem
as much from cognitive limitations as they do from interface
issues [38]. The cognitive argument here is that while the
environment is an extremely rich source of information, not all
this information is equally important, and selectively attending
to the information filtered as relevant helps communicators to
establish shared knowledge [66] and avoid cognitive overload
[33]. One of the cognitive behavioral mechanisms supporting
and informing such prioritization involves directing more cog-
nitive resources to targets of shared attention [66]. Shared or
joint attention is a result of an ability and motivation to follow
the direction of gaze or pointing actions [46] and develops



based on social awareness as signaled by physical proximity,
head and body orientation, as well as dynamic gaze [52].

Gaze itself has been extensively studied as an attention mech-
anism [70, 36]. Research in social cognitive science shows
that observers of complex scenes select the people’s eyes as it
allows observers to derive social information, more than bod-
ies, background, or foreground objects [5, 6]. Further, people
look at the eyes of others more frequently if the scene is highly
social and includes several people engaged in joint activity [5,
6]. See Frischen et al. [21] for an overview of past research on
the perception of gaze behavior and its effect on the observer.
Eyes both collect information and communicate one’s state [2]
and attentional focus [21]. The dual nature of gaze has been
adopted by modern cognitive science to explore naturalistic
social attention [56]. For instance, in collaborative processes,
the coupling of gaze patterns between interlocutors has been
found to be causally related to the knowledge people share
before a conversation and the information they later recall [54].
Gaze thus supports establishing common ground [1, 10], for
example by disambiguating references [30] and helping to
predict next task actions [76].

Video-mediated communication researchers have explored
various non-verbal cues [68], with many focusing on detecting
gaze [50] and eye-contact [18], or simulating gaze [48, 49,
73]. Gaze coordination has also been extensively explored in
human-robot interaction [9, 45, 57, 58]. For example, people
understand robot speech better when a robot’s real time gaze
behavior is similar to that of humans [67], and when a robot is
interacting with multiple people, the visual focus of attention
affects addressee recognition [63].

While gaze is tightly related to general and social attention
processes, social cognitive studies shows the specifics of this
relationship are not necessarily linear. Gaze might mean at-
tention but attention does not always mean gaze. For instance,
analyzing participant’s viewing behavior during social inter-
actions, Freeth and colleagues [20] demonstrated that people
look at the partner’s face significantly less when answering a
question compared to when they are listening to the question
being asked, which supported earlier research showing that
averting one’s gaze from other people can help one to think
more effectively by reducing visual processing demands and
cognitive load [15, 25]. Thus, while gaze indicates focus of vi-
sual attention it does not necessarily reflect focus of cognitive
attention. Further, for gaze to play a signaling function [2] and
invite joint attention in communication [59, 65] an interlocutor
needs to recognize not only the focus of directed attention, but
also the environmental context for such attention [27].

The range of different approaches to attention and technolo-
gies created to overcome attention problems suggests that
designing corresponding features requires a better granular
baseline for understanding what aspects and processes of at-
tention should be augmented by technologies. Our research
aims to identify the fundamental types of attention in meetings,
accessible for technological support, and how they might be
recognized during meetings. Thus, we explore the functional
aspects of attention, i.e. how and why people pay and perceive
attention.

METHOD
To probe participants’ prioritization and sense-making of at-
tention processes, we conducted two studies. First, we inter-
viewed participants about attention in work meetings. We then
quasi-experimentally elicited descriptions of videos of work
meetings to triangulate themes emerging from the interviews.

We took a qualitative approach in both studies because our
goal was to explore the way that participants understood atten-
tion and prioritized contextual cues. Interview-based research
on video-mediated communication tends to report results that
are well-suited to developing thematic glosses and evaluations.
However, while people are generally good at providing nar-
ratives, they tend to be less successful at remembering the
granular cues from which they weave these narratives. Addi-
tionally, thematic prioritization in self-reported information
tends to relate to what is remembered. On the other hand,
experimental procedures develop more replicable results that
lend themselves to comparison and contrast, as well as trac-
ing flows of action, but lack contextual richness and require
deciding a priori on a subset of observable measures. Hence,
for this work, we started with semi-structured interviews to
gather open-ended accounts of meaningful attention, followed
by a quasi-experimental study to act as a focus-check and
expansion of those accounts. This data triangulation allowed
us to cross-validate our observations between the two studies.

Study I Design
Through a series of semi-structured interviews [71], we ex-
plored users’ experiences of participating in work meetings
of various configurations, with a particular focus on attention
processes and engagement. In total, we interviewed twelve
participants (age 21-50, 5f,7m). All had a tertiary degree in di-
verse areas of knowledge, including engineering, science, and
arts1. All participants had extensive experience in co-located,
remote, and hybrid meetings (at least once a month for at least
over a year), and each participant was a full-time employee at
the time of the study.

The interviews were conducted one-on-one, in-person, and
informed consent was obtained prior to the interview. Each
audio recorded interview lasted approximately 40 minutes.
We started by asking participants about their preferences for
meeting configurations and what motivated those preferences.
Through these discussions we also explored their practices
and expectations for joining meetings in person and remotely,
with video or audio-only channels available. We then con-
centrated on remote meeting participation experiences, asking
participants to describe the strategies they use to understand a
meeting environment and social dynamics during a meeting,
strategies to recognize and support their own and other par-
ticipants’ attention and engagement, and obstacles related to
attention dynamics that remote participants might experience.

After transcribing audio recordings of each interview, we per-
formed incremental data analysis across participants using
open and axial coding [11]. Each phase of coding was initially

1Note that individuals who engage in hybrid work meetings are often
in professions that require tertiary degrees.



performed by the primary author, and then codes were dis-
cussed and refactored in consultation with the research team.

Study II Design
To validate and extend the granularity of the first study results,
we conducted a second, quasi-experimental study, asking par-
ticipants to narrate muted videos of work meetings, focusing
on attention processes they observe. We recruited a new set of
fifteen participants (21-36 y.o, 8f, 7m), intentionally excluding
those who participated in the first study. We wanted to prevent
a potential primacy bias and to support the external validity
of the results by extending and diversifying the participants
pool. While the goal of the first study was to generally explore
participants’ experiences regarding attention and engagement
during work meetings, the second study focused on further
understanding the prioritization and sense-making of purely
visually observable cues of attention.

Participants were presented with six short video records ( 2
minutes) of real work meetings. Meeting scenarios included
4 to 6 meeting participants, either all co-located, or in a hy-
brid meeting configuration. The video clips reflected different
combinations of the following meeting processes: joining and
leaving a meeting environment, setting up a meeting environ-
ment, talking around a table, taking notes, using a whiteboard,
using a projector screen, using smart devices. The videos were
presented with muted audio, and participants were asked to
narrate the visual information from the video to an experi-
menter sitting next to them. We chose the muted condition for
two reasons. First, we wanted to eliminate potential biases on
information interpretations based on the audio context. Sec-
ond, we wanted participants to focus on the purely observable
information and expected that the lack of audio context would
ensure participants’ focus on visual cues. At the beginning
of the experiment participants practiced using an additional
training video clip of a work meeting. After the experiment,
we conducted a debrief interview asking participants about
their experience and strategies for information descriptions
and prioritization.

This second study was quasi-experimental in that we con-
trolled the stimulus and required participants to follow a par-
ticular protocol, but we did not go so far as to develop and
test hypotheses. Our analysis focused on participants’ verbal
descriptions of attention processes. From it, we developed
a set of ’attention identifiers’ – distinct meaningful elements
of a description that signified an act or process of attention.
Attention identifiers were most commonly denoted with a verb,
examples of which included "to look", "to watch", "to listen",
"to pay attention", "to direct attention", "to be attentive to", "to
be engaged", "to talk to", "to have a conversation with", etc. In
total, we identified and semantically analyzed 225 responses
of observable visual attention from 90 descriptions of 6 videos.

STUDY I RESULTS
In this section, we present our interview findings (fig.2). We
explore what functional aspects of attention contributed to
people’s sense of meeting engagement, and categorize them as
Gathering Social Information, Following Dynamic Processes,

Figure 2. Results of the Interview Study (Study I)

and Communicative Signaling. For each function we describe
the elicited activities relevant to the meeting process.

Functions of Visual Attention in Engagement
Exploring the role of visual attention in users’ sense of en-
gagement, we first examined what information participants
generally perceive as relevant and pay attention to during
meetings. We then cross-analysed it with the information
that participants perceive as more difficult to acquire in dif-
ferent meeting configurations. We found that, despite having
a video channel, remote participation is perceived to affect
user’s access to three functions of visual attention (fig.2).

Gathering Social Information
The first function of visual attention affected by remote par-
ticipation is Gathering Social Information, which refers to the
ability to support social situational awareness. Even with a
video channel, remote participation is perceived to constrain
the user’s ability to collect social information required for
suitable behaviour adjustments.

In our analysis, we distinguish Gathering Social Information
as reactive or proactive. Gathering Reactive Social Informa-
tion indicates responses to one’s actions and used to assess
the social environment and required adjustments. Gathering
Proactive Social Information indicates the social disposition
in the environment and required to initiate one’s action. Cor-
respondingly, two themes emerged in participants’ concerns
regarding the accessibility of social information in remote par-
ticipation: gathering of information on emotional reactions
of others (reactive), and assessing social-behavioral cues to
manage their own participation (proactive).

Limitations on Gathering Reactive Social Information affect
the user’s ability to assess the reception of their actions, and,
thus, the ability to appropriately adjust their social behaviour:

"It’s about being able to see the other person, their facial
expressions, body language very clearly, which you can’t
always do even on the video. It is easier [in person] to
get a feel for how the other person is reacting." [P12]
"If I could see everyone, which we can’t usually do, but
let’s say we could, so I can present and see how they
are reacting, I don’t know if I would need to be there in
person." [P9]

In addition to facial expressions and body language, this also
includes more complex social-emotional cues, e.g. other par-
ticipants’ engagement and attention to one’s actions.

"I’m looking for people nodding or smiling... I might rely
on it subconsciously to see if people are engaged or not,



to see whether people look interested or excited." [P4]
"During a Skype meeting I feel like it’s difficult to say
whether someone is paying attention." [P2]

Limitations on Gathering Proactive Social Information affect
the remote participant’s ability to appropriately initiate their
action according to the current social environment. This, first,
includes the information required to inform appropriate speech
patterns – social cues on when is it appropriate to start talking:

"When remote, it’s an additional challenge - you don’t
see cues that will let you say ‘I’m gonna speak now’."
[P9]
"In person you have all these non-verbal cues like you
can see when someone is about to say something." [P10]

It also refers to gathering information on who is in the room,
their social roles, and social dynamics between participants:

"It is also hard to figure out who is important, what’s
happening in the room." [P3]
"The problem is that you don’t know who is looking at
you. When you are there, you can move your head, see
what’s going on. On camera you have no idea." [P9]

Following Dynamic Processes
The second function of visual attention, Following Dynamic
Processes, refers to the user’s ability to dynamically direct their
attention to follow the meeting’s work. Two themes emerged
in relation to this function: participation in work processes
around environmental artifacts, and navigation within multiple
conversation threads.

Following Dynamic Processes around environmental artifacts
mainly included well established difficulties of working with
whiteboards and projected presentations:

"I was joining remotely, others were in person. I was
clearly sensing disadvantage. Because people were work-
ing on a white board and it was difficult to see." [P6]
"It’s hard if there are slides or other materials... maybe I
would like some indication of what’s going on." [P1]

Another related challenge is the ability to follow one of multi-
ple conversation threads, especially in hybrid settings:

"If I am remote and multiple threads of discussion de-
velop in the meeting room, then it’s like ‘how do I get
streamlined into one thread of discussion’." [P7]
"If a big meeting splits into several conversations, I just
switch it off all together, because I can’t join one of those
conversations. But if I am in the room I can turn to my
neighbour, have a subgroup." [P11]

Communicative Signaling
Lastly, remote participation affected the Communicative Sig-
naling function of visual attention. While people are gathering
and following, they also signal their reactions and intentions
as part of communication, i.e. an act of visibly paying atten-
tion is itself social message to other meeting participants. The
Communicative Signaling function contributes to a group com-
munication dynamics. For instance, a constrained ability to
use Communicative Signaling results in difficulties of directly
addressing others:

"Even just looking, talking to that person directly makes a
huge difference. And it would be nice to know that people
are speaking to *me*." [P2]
"If somebody addresses me, in person they turn, face me.
In a remote meeting they would have to turn to the camera,
or say my name. All these additional decorations have to
happen to ensure that I am included adequately." [P4]

Constraints on the Communicative Signaling function are also
reflected in the user’s reduced ability to manage their social
interactions and, correspondingly, to appropriately participate
in the meeting dynamics:

"In person, I make sure that I’m not just talking to one
person or one direction in the room. You need to switch
focus, talk to everyone. That’s not something I can control
remotely – I’m only looking at whatever I can see." [P3]
"When in person, you can look around the room, make
contact with people who aren’t talking. You know, make
connections with other people. You can’t do it remotely,
you are only looking at one thing." [P5]

Similar to the gathering and following functions, the ability
to use the Communicative Signaling function of attention
contributes to the overall sense of engagement, both for a
remote participant themselves, and for the other participants’
perceptions:

"If a person is not trying to engage the crowd, then I lower
my own engagement. I just kinda put it on the background.
It’s hard to engage with someone who isn’t making an eye
contact at least with someone." [P3]
"On Skype, you have video, you can notice when some-
body is not paying attention... and you feel like people
are watching you, so you can’t stop paying attention."
[P9]

Section Summary
To summarize, we explored the role of visual attention in a re-
mote participant’s engagement and found that people describe
remote participation as affecting distinct functions: Gathering
Social Information, Following Dynamic Processes, and Com-
municative Signalling. Each of these functions contributes
both to people’s general sense of engagement and is also asso-
ciated with corresponding functionalities, including assessing
reactions of others and initiating of one’s own participation,
working around artifacts, focusing on one of multiple discus-
sion threads, addressing specific participants, and establishing
social micro-connections.

STUDY II: NARRATION QUASI-EXPERIMENT
To further explore the granular prioritization and sense-making
of attention processes, we conducted a second study in which
we asked participants to narrate the attention processes they
observed in silent videos of work meetings. This resultant
attention descriptions were, of course, quite heterogeneous
(fig.3), but we found a useful thematic distinction between
purely descriptive and functionally interpreted attention. The
results of second study validate our earlier findings on three
functions of visual attention, and expand the set of related
functionalities.



This section, first, presents our analysis of ’attention identifiers’
– distinct descriptive elements signifying an act or process of
attention. We then deepen into the participants’ contextual
interpretations of attention processes reflected in these identi-
fiers, and describe the elicited types of interpreted attention,
followed by the analysis of their interpreted functions.

Types of Attention Descriptions
We began by analyzing the differences in the attention identi-
fiers used by participants to denote attention-related processes.
Based on this analysis, we categorized attention identifiers as
either descriptive or indicative (fig. 3). The descriptive identi-
fiers were ’objectively’ translations of visual information into
a verbal form ("looking at an object"), representing narrations
of purely observable attention. The indicative identifiers were
triggered by the same visual information, but were formula-
tions of the observer’s interpretation of the social relevance of
the visual cues.

Descriptive Attention Identifiers
Descriptive attention identifiers were ’objective’ narratives of
visual information, simply indicating the direction of gaze or
body orientation (e.g. ’now both guys are looking into the
phone’ [V6P10]). They were ’objective’ in the sense that
they did not contain any information on the purpose of the
corresponding attention processes, but only registered their
occurrence.

For example, in the description: "The guy with the long hair
is looking at the guy with the Coke" [V3P10], the descriptive
attention identifier "looking at" purely denotes that the gaze
of "the guy with the long hair" is directed towards "the guy
with the Coke". For further illustration consider the following
examples with descriptive attention identifiers: "Man number
2 is looking at the whiteboard" [V4P6]; "Person 2 is laughing
and their attention was just directed to the screen" [V1P4].
The type of observable attention signified using descriptive
identifiers is purely registrable, thus it relates the function of
Attention as Direction.

Indicative Attention Identifiers
In contrast to the ’objective’ nature of descriptive identifiers,
indicative attention identifiers include narrators’ contextual in-
terpretations of observable information (e.g. "people still seem
to be paying quite close attention to the speaker" [V3P7]).
Thus, the indicative identifiers ’indicate’ the functional aspect
of the corresponding attention process, according to the narra-
tor’s interpretation. For example, the description "he is getting
involved in this conversation with the person on Skype" [V6P1]
narrates the scene of a man looking at the screen displaying
another person. In this description, the indicative attention
identifier "getting involved" is formed based on the visual in-
formation which is contextually interpreted as engaging into a
Skype conversation. While indicative identifiers are still trig-
gered by atomic visual stimuli (recall that participants were
presented with muted videos), the corresponding attention de-
scriptions are produced as declarative as opposed to purely
descriptive: "They are listening to the woman... listening in-
tently." [V2P5]; "The women is responding to what the guy
was saying" [V5P14].

Figure 3. Results of the Narration Experiment Study (Study II)

Participants would also commonly augment descriptions of
attention processes by interpreting related social dynamics:
"The person who is videoconferencing is speaking because
everybody is looking at the screen to listen to this person"
[V4P8]; "She must be explaining something because everyone
is looking at her and nodding as well" [V2P9].

This tendency to augment descriptions with contextual inter-
pretations was further reflected in data from debrief interviews:

"I interpret the gesture as having some meaning in a sort
of conversational dialog, back and forth. It was both the
captured motion and then the meaning of the motion that
I was interpreting." [DebriefP3]
"I also tried sometimes to add additional features like

’they are doing some actions’ but not all the actions, I
tried to find the leading person every time, who is leading,
who is speaking, who is drawing - because I find that
that’s how the pipeline of the meeting is happening."
[DebriefP12]

Participants omitted the functional augmentations of attention
descriptions if the communication context was missing or
unclear. In this case, they would resort to the descriptive
identifiers to merely capture the direction of attention.

"That could be tricky because sometimes it’s not clear
whether there is something currently being spoken about
which warns them to look at something." [DebriefP6]

The ’interpretive’ nature of indicative identifiers constitutes
the functional aspects of the observed attention processes –
their perceived contextual meaning.

Types of Functionally Interpreted Attention
Indicative attention descriptions showed that corresponding
contextual interpretations included either descriptions of atten-
tion as general cognitive state (e.g. "they seem to be quite en-
gaged" [V5P12]), or descriptions of attention as a purposeful
action (e.g. "the blond woman is listening to the conversation
he is having with the woman with dark hair" [V5P10]).

While descriptions of attention as a cognitive state were trig-
gered by visual information, they typically did not include
information on related behavioural displays. For example, in
the description "They seem to be quite engaged" [V5P12], the
indicative attention identifier "to be engaged" describes the
overall state rather than a specific behaviour. Moreover, these
descriptions do not specify a direction or a target of attention:



"Otherwise people seem to be pretty attentive" [V3P7]; "The
man is not paying attention anymore" [V5P10].

In contrast to the descriptions of attention as a cognitive state,
descriptions of Attention as Action include a particular direc-
tion and a specified target of an attention process. For example,
in the description "person 4 is talking again to persons 1 and
2" [V5P4], the indicative attention identifier "talking to" im-
plies a direction of the attention act toward a target – "persons
1 and 2". Similarly, the following examples of Attention as
Action include a target, denoted in both cases by a pronoun
"him": "The guy in glasses is talking and everyone is listening
to him" [V3P10]; "Now person 2 on the right is talking and
the other two are paying attention to him" [V1P1].

Furthermore, descriptions of Attention as Action were formed
based on an interpreted purpose of observed actions. For
example, "listening" is a contextual interpretation of atomic
visual information, such as "looking in a direction" of someone
who is speaking. For more illustration, consider the following
descriptions: "Really it’s two people talking to each other and
other two are just kind of watching them" [V2P7]; "The blond
woman is just listening to the conversation he is having with
the woman with dark hair" [V5P10].

Informed by the first study results, we analyzed these inferred
intentions in terms of the three functions of our model: actions
for Gathering Information, actions intended for Communica-
tion Signalling, and actions for Following Dynamic Processes.

Gathering Information
The attention actions for Gathering Social Information collect
can be described as ’look to see’: e.g. "Man 1 is checking the
screen of the smart device used by man 2" [V6P6]; "The person
who is standing kind of looks at what he’d drawn" [V4P7].
While the interview data from the first study revealed the
theme of Gathering Social Information (sec.4.1.1), the quasi-
experimental data extends those results by demonstrating that
all types of environmental information are noticed and appears
in description of the attention processes. e.g. "They are talking
about something... yeah... the two guys at the back don’t, they
are just listening" [V2P2].

Communicative Signalling
If actions for Gathering Information can be described as ’look
to see’, then actions for Communicative Signalling are the
converse: ’look to be seen’. These actions are performed to be
acknowledged by other meeting participants, e.g. "The woman
is talking. She is addressing both men." [V1P6]. Communica-
tive Signalling typically refers to either displaying attention
to a process (e.g. "person 2 on the right is talking and the
other two are paying attention to him" [V1P1]), or to directing
speech to specific meeting participant (e.g. "Man 3 is address-
ing everyone at the table, making eye-contact with everyone"
[V3P6]).

Our interview results identified two main functionalities
for Communicative Signalling: establishing social micro-
connections with other meeting participants, and directly ad-
dressing specific people (sec.4.1.3). Again, While validating
these results, the quasi-experimental data also expands them
by revealing a functionality of demonstrating intent, when a

meeting participant displays their engagement in the process,
e.g. "he doesn’t seem to be acknowledging the conversation,
he is kinda writing something down in his notebook" [V5P4].

Following Dynamic Processes
The third type of inferred purposes of attention actions is Fol-
lowing Dynamic Processes, describable as ’look to be a part
of [a process]’. These actions combine the Gathering Informa-
tion and Communicative Signaling purposes with an addition
of a dynamic target of the action (e.g. adding information on
a whiteboard). For example, "They are adding drawings to
the board, looking at it intently. And discussing the best way
to do this" [V4P11]; "Everyone is very interested in what this
person is about to do on the board" [V6P3]; "he is talking to
the guy who is drawing, instructing him on how to draw stuff
or something like that" [P2V6]. Additionally, these actions
require a person to be able to dynamically switch between a
complex combination of targets, including social and environ-
mental targets, e.g. "they sometimes refer to the screen and say
something, discuss something that’s displayed on the screen"
[V1P14].

Thus, the quasi-experimental data supports one of the two
themes on the ability to direct remote participant’s attention
from study I: obstacles to participating in work processes
involving environmental artifacts (sec.4.1.2). The theme of
navigating within multiple conversations did not appear in the
quasi-experimental narrations, probably due to silent nature of
the video stimuli.

Inter-dependency of Functional Types of Attention
Finally, we explored the inter-dependencies between descrip-
tions of one’s attention as cognitive state and attention as a
purposeful actions. Validating the first study’s results, the
second study debrief interviews also suggested that cognitive
engagement is significantly influenced by one’s ability to per-
form specific attention actions. This, for example, includes the
ability to gather information on other participants’ attention-
related actions, and to noticeably (behaviourally) participate
in the meeting process:

"what was important to the members of the meeting –
what they would be looking at, carrying about. Rather
than details on what’s someone is not doing or what is not
being looked at - it’s not relevant. The contribution to the
meeting process is critical, the ones who don’t speak or
appear to be paying attention tend to be kind of ignored."
[DebriefP6]

The ability to noticeably participate in the meeting process
also affects the social inclusion of the participant:

"If someone doesn’t say anything, doesn’t do anything,
you can just forget them." [DebriefP2]
"Maybe someone walked into the room but they were not
noticed as a new player by the people who are already
in the meeting – like someone else is already having a
conversation and a new person came in and they didn’t
immediately acknowledged that person coming in - then it
wasn’t as important, as if that person came in and started
talking." [DebriefP4]



Section Summary
The analysis of attention descriptions allowed us to discrimi-
nate between three types of noticeable attention in the user’s
sense-making: Attention as Direction, Attention as Action,
and Attention as State. We categorized the interpreted in-
tentions associated with attention actions as Gathering Infor-
mation, Communicative Signaling, and Following Dynamic
Processes, which validated our earlier results of three func-
tions of visual attention. Finally, the results from both our
studies suggest that the ability to perform specific attention
actions and, thus, the accessibility of corresponding atten-
tion functions contribute to the participant’s overall sense of
engagement in a meeting.

To highlight these commonalities and to operationalize them
for feature design in video meetings, in the following section
we synthesize our findings as a three-level functional classifi-
cation of observable attention.

FUNCTIONAL CLASSIFICATION OF ATTENTION
Based on cross-validation of the results from the interview
study and the analysis of the narration experiment data (fig. 2
and 3), we constructed a three-level classification of functional
types of observable attention in work meetings (fig.1). The
top level represents functional types of attention, organized
according to the degree of the contextual complexity required
to recognize and interpret each type of attention. The second
level represents functions of attention types, affected in video
meetings. The bottom level organizes the functionalities of
attention actions – tasks and activities within a work meeting,
– corresponding to the second-level functions of attention.

Level 1: Contextual Complexity Spectrum
First, the classification includes three types of attention, ac-
cessible for video meeting feature support. These types of
attention are organized on a spectrum left to right, from the
least to the most contextually complex for recognition.

Attention as Direction represent the contextually simplest type
of noticeable attention processes without a recognized pur-
pose. In fact, both our studies demonstrate that Attention as
Direction cannot be fully considered as a functional type of
attention. Instead, it encompasses purely observable attention
processes, which, in turn, can be used to infer social meanings
for either Attention as Action, or Attention as State.

For instance, the interview participants acknowledged that
they considered the visible information as Attention as Direc-
tion, but also articulated that these visual cues are not fully
informative for assessment of one’s attention actions and en-
gagement:

"If it feels like I am looking at you and I’m like ‘no, I’m
not, I just got an email on the screen. So you only see if
they are looking at the screen or not." [P2]
"because camera is over here and they are looking at the
screen, so I can’t tell whether they are actually looking at
me or at something completely different." [P9]

Similarly, the second study shows that descriptions of Atten-
tion as Direction might, in fact, be incomplete descriptions of

Attention as Action, when contextual information required for
interpretations is missing or unclear (sec.5.1).

Attention as Action refers to the attention processes with spec-
ified direction and target, as well as recognizable functional
meaning (purpose). For instance, in our interview data, Atten-
tion as Action would be described as observable but interpreted
actions: "people are looking at you, listening to you" [P1];
"you can know by looking at someone who is making eye con-
tact when talking" [P3]; "them reading their phone" [P9]. We
positioned Attention as Action in the middle of the contex-
tual complexity spectrum, between Attention as Direction and
Attention as State. While Attention as Action augments Atten-
tion as Direction with the functional meaning of the processes,
it is less contextually complex than Attention as State. First,
structurally, descriptions of Attention as Action include a di-
rection and a target of an attention process, which makes them
easier to recognize in the environment, and second, because
it causally affects Attention as State – the ability to perform
attention actions contribute to the overall sense of engagement.

Lastly, the most contextually complex type of attention is
Attention as State, which reflects the overall sense of one’s
engagement in the meeting process. In other words, when we
casually talk about paying attention to the meeting and being
engaged, we generally refer to the Attention as State. For
example, in our interview data, Attention as State would be
described as general engagement or "directing all my attention
[to the meeting]" [P11], while the lack of Attention as State
would be described as "I don’t have 100% of my attention
available" [P7]; ’I check out mentally’ [P10], or "put [the
meeting] on the background" [P3].

Our classification positions the functional type of Attention as
State on the far right end of the contextual complexity spec-
trum for several reasons. First, Attention as State seems to be
directly affected by the accessibility of Attention as Action.
Second, the structural analysis of corresponding attention de-
scriptions shows that descriptions of Attention as State do not
include a specified direction or target of an attention process
(e.g. being "pretty attentive’ [V3P7]). Thus, Attention as State
reflects only purpose, but no particular process associated with
it, which makes it the most complex to recognize and support
in the environment.

Levels 2 and 3: Functions and Functionalities
Since Attention as Direction refers to purely observable atten-
tion that constitutes a process, but not a recognized purpose,
the corresponding second and third levels of the classification
are empty (fig.1, left). Attention as State only has a general
purpose of being attentive and engaged (fig.1, right). Finally,
Attention as Action (fig.1, middle) augments Attention as Di-
rection by having both a process and a purpose. These types
are represented on the second level of the classification and
reflect three identified functions of attention: Gathering Infor-
mation, Communicative Signaling, and Following Dynamic
Processes. Each of these functions corresponds to a set of
functionalities within a work meeting – specific tasks and ac-
tivities performed through the attention actions, which form
the third level of the classification.



Gathering Function
First functional type of attention actions includes the actions
directed to the passive collection of information from the
environment. In the interview results, information gathering
mostly described collecting information for social situation
awareness: either reactive or proactive social information. The
experiment data, however, allowed us to expand this category
by including the collection of ’factual’ information as well.

The functionality of passively Gathering Reactive Social In-
formation refers to the ability to assess the reception of one’s
communication action by the other meeting participants, e.g.
"If you are doing a presentation for a client, you want to know
how they are receiving things, when they are losing attention,
when they do take notes." [P5]. The functionality of passively
Gathering Proactive Social Information reflects the ability to
assess the social situation to appropriately initiate one’s ac-
tions, e.g. "Cues as to when people look like they can be
interrupted, it’s a bit harder when you are doing it remotely."
[P4]. Finally, the functionality of Gathering ’Factual’ Environ-
mental Information refers to one’s ability to passively collect
the non-social, content-related information during the meeting
process (e.g. "checking the screen" [V6P6], "just listening"
[V2P2]).

Communicative Signaling
The second functional type of attention actions includes ac-
tions performed to be acknowledged by others. Both the inter-
view results and the narration experiment data identified two
main functionalities within the signaling function of visual
attention: establishing social micro-connections with other
meeting participants, and directly addressing specific people.
The analysis of the quasi-experimental data allowed to add
the functionality of demonstrating one’s engagement in the
process, further supported by revisiting the interview data.

The functionality of establishing social micro-connections
allows meeting participants to "make contact with other people
who aren’t talking" [P5] as well as to gain attention of others,
e.g. "In person we rely on quite a lot eye contact and people
on calls, they tend to do a lot to make sure that they grab the
attention of the one person that they specifically need." [P2].
The functionality of addressing a person reflects one’s ability
to direct their communication message to a specific subset of
meeting participants: "It would be great if you could direct
your conversation towards a certain group of people... like ‘I
want to talk to A and B’. But yeah... that’s not really possible."
[P11]. Demonstrating one’s engagement refers to one’s ability
to purposefully display their interest and involvement in the
process, e.g. "you can know if they are paying attention by
looking at who is making eye contact when talking" [P3].

Following Dynamic Processes
Finally, attention actions with the purpose of Following Dy-
namic Processes combine information gathering and signaling
functions with addition of the dynamic nature of the target.
This means that Following Dynamic Processes is directed
to the dynamic changes within the immediate environment,
which consequently allows a participant to affect the environ-
ment if needed, thus, reflecting an ability to contribute.

Both our interview results and the results of the narration
experiment showed that in the meeting context, functionalities
of Following Dynamic Processes often revolves around being
able to follow the work on a whiteboard or screen (e.g. "he
is talking to the guy who is drawing, instructing him on how
to draw stuff or something like that" [P2V6]), or to follow a
specific conversation when a discussion splits: "If somebody is
talking, trying to convey something and then somebody mixed
into that whispering. It’s not distracting to the group, it’s just
distracting to you [when remote]". [P9].

DISCUSSION
In this paper, we address the need for systematic understanding
of how attention processes might be supported through video
meetings features. The consolidated results of two studies
on prioritization and sense-making of attention information
allowed us to construct a three-level classification of func-
tional types of observable attention in meeting communication.
The classification shows that attention processes that might be
accessible for the feature support fall into one of three cate-
gories – Attention as Direction (only process), Attention as
Action (process and purpose), and Attention as State (only
purpose) – some of which have corresponding functions and
functionalities.

The first category of visual attention that a video meetings
feature might support is Attention as Direction, which simply
denotes the observable information on a direction of one’s
gaze and pose. Attention as Direction presents a fairly straight-
forward entry point for developing new video meeting features,
for example, due to the possibility for direct automatic recog-
nition [48, 49, 73]. However, while this information might
be used to infer that one is ’paying attention’, it is considered
to be not particularly informative on its own. For example, a
specific instance of Attention as Direction might either reflect
an ‘accidental’ target of averted gaze (e.g., Alice is looking
at the desk while listening to Bob) or a partially perceived
attention processes when there is not enough context to infer
the purpose of an attention act. Thus, although this type is the
simplest for technological support, Attention as Direction can
not be fully considered as a functional type of attention.

Attention as Action and Attention as State, however, differ
from Attention as Direction by augmenting this pure visual
information with a contextually interpreted function of cor-
responding attention processes. The implied purpose of at-
tention processes can be compared to the notion of a goal
in goal-directed actions in the activity theory [74]. Within a
three-level structural model of activity, Leontiev [42] differen-
tiates between object-oriented activity, goal-directed actions,
and basic operations. While an object is a motivation for the
complex activity, goals of actions are more temporary and
individually focused. Furthermore, Attention as Direction can
be loosely compared to the Leontiev’s level of operations that
do not have their own goals [40]. For in-depth analysis on
activity theory see [40, 74]. Similarly, describing pointing
as situated practice, Goodwin shows that an act of pointing
becomes interactive through an association with a purpose
recognized in the context of the communicative situation [27].
Goodwin uses the term ’activity framework’ to refer to a can-



didate target connected to the system of recognizable activities
within which that target is embedded. This approach suggests
that as well as the object that one is pointing at (as in Attention
as Direction), the possible operationalized implication of this
pointing act (as in Attention as Action) should be considered
part of the meaningful communicative practice.

The differences between Attention as Action and Attention
as State also find reflection in previous research. For exam-
ple, Shteynberg [66] highlights the distinction between the
psychological state of shared attention and the activity of at-
tending together with another social agent, noting that while
these phenomena can affect each other, they might also exist
independently. The interdependent implications of awareness
as a state and of the ’shape’ of actions related to participation
in the process are also discussed by Heath et al. [33].

Furthermore, our results demonstrated that the accessibility of
means for the efficient behavioural engagement (performance
of Attention as Action) contributes to the participant’s overall
sense of engagement. We found that these effects seem to be
precipitated by the limitations that remote participation puts
on the three functions of visual attention.

While the Gathering Information function might be the most
intuitive, the importance of the Communicative Signaling func-
tion of attention is also reflected in previous research. In
Biocca’s words, "social presence is not just sense of the other,
but it is very much a sense of the others of ’me’" [3]. Simi-
larly, Goodwin [26] has previously acknowledged that for an
action to become social it should include not only the party
producing the action, but the recognition and understanding
of this action by others present in the social situation. Ana-
lyzing the literature on Social Attention, Salley and Colombo
[59] offer a framework of conceptual approaches based on
the functions of social attention process. They distinguish
social attention as the social behavior enabling interaction
with the social world, social attention as social motivation to
attend to and engage with the social world, and social atten-
tion as basic visual attention to the social world. Within this
framework, attention as social behaviour can be mapped to the
Communicative Signaling function in our classification, as it
outlines the communication aspect of attention, whereas the
basic visual attention approach can be mapped to the Informa-
tion Gathering function, since it refers to inert acquisition of
information.

The central characteristic of the Following Dynamic Processes
function is that this attention is paid to the dynamic changes
within the immediate environment which consequently allows
a participant to affect the environment if needed. Previous
research has recognized the importance of responsiveness to
other’s activity within the mediated environment [3], as and the
relevance of the dynamic awareness of the local environment
as it often contains "a diverse and shifting display of different
forms of information which are more or less relevant to the
activities in which participants engage" [33]. This is partially
supported in video meeting systems that enabling users to refer
to and point at objects and artifacts within each other’s remote
environment [43, 48, 49].

Leveraging the Attention Classification in Design
Our classification revolves around procedural aspects of atten-
tion. The categories are not mutually exclusive and instead
build upon each other (e.g. Attention as Action must include
Attention as Direction). This structure aids in system design
by providing a language that allows a developer to identify
what type of attention and what specific capabilities a particu-
lar feature might choose to enable. In other words, instead of
developing video meeting features intended to foster attention
’in general’, the classification allows developers to identify
and design targeted features to deal with specific attention-
related problems. For example, features aiming to support
the Information Gathering function of Attention as Action
should involve timely augmentation of information streams,
e.g. narrating, zooming-in, or focusing system’s view or band-
width (e.g. [7]). Supporting the Communicative Signaling
function of Attention as Action necessarily requires some
form of notification about one’s actions delivered to other
meeting participants (e.g. [37]). Augmenting the Following
Dynamic Processes function of Attention as Action should
include the remote participant’s ability to split system views,
signal their intentions, and selectively contribute to simultane-
ous processes (e.g. [55]). Supporting Attention as Direction,
on the other hand, would only require augmenting informa-
tion on one’s gaze and/or pose direction, e.g. providing gaze
heatmaps or projecting gaze directions on the video stream
(e.g. [61]). Finally, directly augmenting Attention as State is
challenging since it does not constitute any particular process,
however, once achieved, Attention as State can be supported,
for example, by eliminating distractions in remote participant’s
environment (e.g. [35]).

Furthermore, the presented classification informs how atten-
tion can be deployed in different ways by participants with
different abilities in different meeting configurations.

CONCLUSION
In this paper we have presented an empirically grounded func-
tional classification of observable attention in video meetings.
The classification includes categories of attention accessible
for technological support, their functions in a meeting pro-
cess, and meeting-related activities that correspond to these
functions. We demonstrate that a particular type of attention
– Attention as Action – provides special interest for techno-
logical feature development due to its structure and effects
on participants’ engagement. Designing a one-size-fits-all so-
lution to ’fixing’ attention asymmetries in video meetings is
challenging because of the astonishing range of idiosyncratic
conditions and personal needs. We hope that the granular
model presented here could inform the design of systems that
can capture a wide range of behaviors and correspondingly
balance personalized attention processes with group attention
needs that could be contextually specified.
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